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The Kerzman–Stein operator is the skew-hermitian part of the Cauchy operator defined
with respect to an unweighted hermitian inner product on the boundary. For bounded
regions with smooth boundary, the Kerzman–Stein operator is compact on the Hilbert
space of square integrable functions. Here we give an explicit computation of its Hilbert–
Schmidt norm for a family of simply connected regions. We also give an explicit
computation of the Cauchy operator acting on an orthonormal basis, and we give estimates
for the norms of the Kerzman–Stein and Cauchy operators on these regions. The regions
are the first regions that display no apparent Möbius symmetry for which there now is
explicit spectral information.

© 2013 Elsevier Inc. All rights reserved.

1. Introduction

For a smooth region Ω �C, Kerzman and Stein studied a certain compact operator A in relation to the Szegő projection.
Let C be the Cauchy transform on Ω , defined for f ∈ L1(∂Ω) by

C f (z) = 1

2π i

∫
∂Ω

f (w)dw

w − z
(1)

for z ∈ Ω and then by using a nontangential limit of the integral for z ∈ ∂Ω . Kerzman and Stein showed that the Szegő
projection and Cauchy transform are related by S = C(I +A)−1 where I is the identity and A= C − C∗ [10].

The Kerzman–Stein operator itself is an integral operator. The integration is performed over the boundary against the
kernel

A(z, w) = 1

2π i

(
T (w)

w − z
− T (z)

w − z

)

for z, w ∈ ∂Ω . Here T (w) is the unit tangent vector at w expressed as a complex number with unit length. For smooth
regions, the apparent singularities cancel each other and for boundaries of finite length the operator is Hilbert–Schmidt.

Since the operator is skew-hermitian there is a natural problem of computing the spectrum. This was first posed by
Kerzman in [9]. For smooth regions, the spectrum is a discrete sequence of imaginary eigenvalues that possibly accumulate
at zero. The spectrum is trivial in the case of a disc (in fact, A = 0). It is unknown if there are other regions for which the
null space of A has positive dimension.
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Fig. 1. Regions Ωλ,n for (λ,n) = (1.3,1), (1.8,1), (2.0,2). In all cases, 0 /∈ Ωλ,n .

Here we give an explicit calculation of the Hilbert–Schmidt norm of the Kerzman–Stein operator for a family of smoothly
bounded regions in the plane. The regions are the first regions that display no apparent Möbius symmetry for which there
now is explicit spectral information for the Kerzman–Stein operator. Even for the ellipse, the problem only is partially
solved [5,7]. We prove:

Theorem 1. Let Ωλ,n be the image of the unit disc under the map h(z) = (z + λ)2n+1 where n ∈ N and λ > csc(π/(2n + 1)). The
Hilbert–Schmidt norm of the Kerzman–Stein operator is given by

‖Aλ,n‖2
HS = 1

2

2n∑
j,k=1

(−1) j+k csc θn, j csc θn,k√
λ4 − λ2(1 + cot θn, j cot θn,k) − 1

4 (cot θn, j − cot θn,k)
2

where θn, j = π j/(2n + 1).

The hypothesis λ > csc(π/(2n + 1)) guarantees that h is biholomorphic in a neighborhood of the closed unit disc so
that the region Ωλ,n is smoothly bounded. (In particular, the translation z → z + λ moves the closed unit disc into the
wedge |arg z| < π/(2n + 1). Then the map z → z2n+1 acts injectively on the wedge.) The hypothesis also guarantees that
the quantity under the square root symbol is positive. Three example regions Ωλ,n are shown in Fig. 1. We point out that
in the case n = 1, the right-hand side simplifies so that

‖Aλ,1‖2
HS = 4

3

(
1√

λ4 − 4
3 λ2

− 1√
λ4 − 2

3 λ2 − 1
3

)
.

Recall that the square of the Hilbert–Schmidt norm is the double integral of the squared modulus of the kernel and it
coincides with the sum of the sequence of the squared modulus of the eigenvalues.

The methods used here enable one also to compute the Cauchy operator on an orthonormal basis.

Theorem 2. Let Ωλ,n and h be the same as in Theorem 1, and let ζ = exp 2π i
2n+1 . Let {φk}k∈Z be the orthonormal basis for L2(∂	) given

by φk(z) = zk/
√

2π and let Λh : L2(∂Ωλ,n) → L2(∂	) be the isometry given by Λh f = ( f ◦ h)
√

h′ . The Cauchy operator for Ωλ,n

satisfies

(
Λh ◦ Cλ,n ◦ Λ−1

h

)
(φ−k)(z) = − 1√

2π

2n∑
j=1

ζ− j(n+k)

(z + λ(1 − ζ− j))k

for k ∈N. (By the Cauchy integral formula, (Λh ◦ Cλ,n ◦ Λ−1
h )(φk) = φk for k � 0.)

Finally, we use Theorems 1 and 2 to provide estimates for the operator norm of the Kerzman–Stein and Cauchy operators
on the given regions. These may be helpful for refining the norm estimates by Barrett and the author [1,4].

The Kerzman–Stein operator obeys a transformation law with respect to Möbius transformations, and all other regions for
which there is explicit spectral information display some degree of Möbius symmetry that is used in the computations [3].
We mention that there is information regarding the decay of eigenvalues for ellipses that have small eccentricity [5] as well
as an observation by Dostanić that the eccentricity of an ellipse can be recovered from the Hilbert–Schmidt norm for ellipses
with small eccentricity [7]. For the complicated behavior of ellipses under Möbius transformations, see either Coffman and
Frantz [6] or Wilker [11].

It is hoped that the results presented here may be useful for relating the Cauchy and Kerzman–Stein operators to other
operators associated to regions in the complex plane. For instance, can these operators be used in special cases to give
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a direct representation for the Bergman projection? (They always can be used indirectly due to identities that relate the
Szegő and Bergman kernels. See Bell [2, p. 94].) It also is hoped that the results may be useful for finding strengthened
norm estimates and for finding other regions where the operators can be computed explicitly.

2. Preliminaries

We begin by recalling notation that Bell uses in [2]. Let Ω �C be a bounded domain with twice differentiable boundary,
and let T = T (w) be the unit tangent vector at w ∈ ∂Ω oriented positively with respect to Ω . If ds denotes arc length
measure on ∂Ω , then the Kerzman–Stein operator is defined by

A f (z) = 1

2π i

∫
∂Ω

(
T (w)

w − z
− T (z)

w − z

)
f (w)dsw ,

valid for f ∈ L2(∂Ω) and z ∈ ∂Ω . The kernel A(z, w) is bounded at the diagonal—the apparent singularities cancel each
other. The space L2(∂Ω) is defined with respect to the hermitian inner product ( f , g)∂Ω = ∫

∂Ω
f g ds.

Since A(z, w) is bounded and ∂Ω has finite length, it follows that A is Hilbert–Schmidt and therefore compact
on L2(∂Ω). Since A also is skew-hermitian, the spectral theorem for compact hermitian operators says that the spec-
trum consists only of imaginary eigenvalues with possible accumulation at zero. If Ω is unbounded or if ∂Ω has a corner,
however, this is not necessarily true. For examples, see [3].

A primary tool that is needed to prove Theorem 1 and Theorem 2 is the following. Let the unit disc be denoted by
	 = {z ∈ C: |z| < 1}.

Proposition 1. Let h : 	 → Ω be a biholomorphism from the unit disc to a smoothly bounded region. Then h′ is smooth on 	 and
has a well-defined square root. Moreover, the Kerzman–Stein operator for Ω is unitary equivalent to the integral operator defined with
respect to arc length measure on ∂	 that has kernel

A(z, w) = 1

2π i

(
iw

√
h′(w)

√
h′(z)

h(w) − h(z)
− iz

√
h′(w)

√
h′(z)

h(w) − h(z)

)
for w, z ∈ ∂	.

Proof. A proof for the first claim can be found in Bell [2, p. 42]. For the second claim, we first establish an isometry
L2(∂Ω) ∼= L2(∂	) given by f → ( f ◦ h)

√
h′ . Taking f , g ∈ L2(∂Ω), this follows from∫

∂Ω

f g ds =
∫
∂	

( f ◦ h) · (g ◦ h)
∣∣h′∣∣ds =

∫
∂	

( f ◦ h)
√

h′ · (g ◦ h)
√

h′ ds.

Next, write for f ∈ L2(∂Ω),

A f (ξ) = 1

2π i

∫
∂Ω

(
T (η)

η − ξ
− T (ξ)

η − ξ

)
f (η)dsη,

and replace η = h(w), T (η) = h′(w)
|h′(w)| · iw , and dsη = |h′(w)|dsw , and also ξ = h(z) and T (ξ) = h′(z)

|h′(z)| · iz. Then,

(A f ) ◦ h(z) = 1

2π i

∫
∂	

(
iw

h(w) − h(z)

h′(w)

|h′(w)| − iz

h(w) − h(z)

h′(z)

|h′(z)|
)

( f ◦ h)(w)
∣∣h′(w)

∣∣dsw .

Multiplying both sides by
√

h′(z) gives

(A f ) ◦ h(z)
√

h′(z) = 1

2π i

∫
∂	

(
iw

√
h′(w)

√
h′(z)

h(w) − h(z)
− iz

√
h′(w)

√
h′(z)

h(w) − h(z)

)
( f ◦ h)(w)

√
h′(w)dsw ,

and so the proposition is proved. �
3. Proof of Theorem 1

Theorem 1 is proved as follows. Using Proposition 1 we transform the problem from the boundary of the smooth region
to the equivalent problem on the unit circle. We expand the kernel using a partial fractions decomposition, and express the
square of its modulus as a sum of meromorphic functions that have simple poles away from the unit circle. The integration
is accomplished through repeated application of the residue theorem.

So to begin, consider the Cauchy kernel for Ωλ,n as represented on the unit circle in the proof of Proposition 1 by
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C(z, w) = 1

2π i

iw
√

h′(w)
√

h′(z)

h(w) − h(z)
= 2n + 1

2π

w(w + λ)n(z + λ)n

(w + λ)2n+1 − (z + λ)2n+1
.

(We suppress subscripts (λ,n) here and in what follows.) The denominator factors as

(w + λ)2n+1 − (z + λ)2n+1 =
2n∏
j=0

(
(w + λ) − ζ j(z + λ)

)
where ζ = exp (2π i/(2n + 1)). A subsequent partial fractions decomposition gives

C(z, w) =
2n∑
j=0

C j(z, w)

where

C j(z, w) = 1

2π

w

ζnj

1

(w + λ) − ζ j(z + λ)
.

The Kerzman–Stein kernel, also represented on the unit circle, is then

A(z, w) = C(z, w) − C(w, z) =
2n∑
j=0

C j(z, w) − C j(w, z)

where it is a simple matter to verify that C0(z, w) = C0(w, z) when z, w ∈ ∂	. It follows that

‖A‖2
HS =

∫∫
∂	×∂	

∣∣A(z, w)
∣∣2

dsw dsz =
∫∫ 2n∑

j=1

(
C j(z, w) − C j(w, z)

) 2n∑
k=1

(
Ck(z, w) − Ck(w, z)

)
dsw dsz

= 2
2n∑

j,k=1

(∫∫
C j(z, w)Ck(z, w)dsw dsz − Re

∫∫
C j(z, w)Ck(w, z)

)
dsw dsz. (2)

We proceed to evaluate the double integrals in the latter expression. Consider first∫∫
C j(z, w) Ck(w, z)dsw dsz =

(
1

2π

)2 ∫∫
w

ζnj

1

(w + λ) − ζ j(z + λ)

z

ζnk

1

(z + λ) − ζ k(w + λ)
dsw dsz

=
(

1

2π

)2 ∫∫
1

ζn( j+k)

1

(w + λ) − ζ j(z + λ)

ζ−k

(w + λ) − ζ−k(z + λ)
dw dz

where in the second step we used dw = iw dsw and dz = iz dsz for w, z ∈ ∂	. Considering the integral in w for fixed z with
|z| = 1, the integrand has singularities only at w = −λ + ζ j(z + λ),−λ + ζ−k(z + λ) which both are outside the unit circle.
(Indeed, w + λ = ζ j(z + λ) for |w|, |z| � 1 implies j = 0 using the injectivity of h.) In particular, for |z| = 1, the integrand is
analytic inside the unit disc, and using the Cauchy–Goursat theorem the inner integral is zero.

We are left to evaluate∫∫
C j(z, w)Ck(z, w)dsw dsz =

(
1

2π

)2 ∫∫
w

ζnj

1

(w + λ) − ζ j(z + λ)

w

ζ−nk

1

(w + λ) − ζ−k(z + λ)
dsw dsz

=
(

1

2π

)2
ζ k

ζn( j−k)

∫∫
1

(w + λ) − ζ j(z + λ)

1

w(1 + λz) − ζ kz(1 + λw)
dw dz.

As before the integrand has a singularity at w = −λ + ζ j(z + λ), but this singularity is outside the unit circle. There also is
a singularity when

w = ζ kz

1 + λz(1 − ζ k)
.

We claim that when |z| = 1 this is inside the unit circle. For this, notice that it suffices to verify that |1 + λz(1 − ζ k)| > 1.
Moreover,∣∣1 + λz

(
1 − ζ k)∣∣2 = 1 + λ2

∣∣1 − ζ k
∣∣2 + 2λRe

(
z
(
1 − ζ k)) > 1 ⇔ −2 Re

z

1 − ζ−k
< λ.

But |z| = 1 and 1 � k � 2n imply that
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−2 Re
z

1 − ζ−k
� 2 · 1

|1 − ζ−k| = csc

(
πk

2n + 1

)
� csc

(
π

2n + 1

)
< λ

so the claim is proved.
A first application of the residue theorem can be used then to evaluate the inner integral. This gives∫∫

C j(z, w) Ck(z, w)dsw dsz = i

2π

ζ k

ζn( j−k)

∫
1

(w + λ) − ζ j(z + λ)
· 1

1 + λz(1 − ζ k)

∣∣∣∣
w= ζk z

1+λz(1−ζk)

dz

= i

2π

ζ k

ζn( j−k)

∫
1

ζ kz + [λ − ζ j(z + λ)][1 + λz(1 − ζ k)] dz.

The denominator in the integrand is quadratic in z. So after expanding in powers of z and factoring, we rewrite it as

−λζ j(1 − ζ k)z2 + [
λ2(1 − ζ j)(1 − ζ k) − (

ζ j − ζ k)]z + λ
(
1 − ζ j)

= −(
1 − ζ j)(1 − ζ k)[ λζ j

1 − ζ j
z2 −

(
λ2 − ζ j − ζ k

(1 − ζ j)(1 − ζ k)

)
z − λ

1 − ζ k

]

= −λζ j(1 − ζ k)(z − z+
j,k

)(
z − z−

j,k

)
where

z±
j,k = 1 − ζ j

2λζ j

[
λ2 − ζ j − ζ k

(1 − ζ j)(1 − ζ k)
±

√
λ4 + 2λ2(ζ j + ζ k)

(1 − ζ j)(1 − ζ k)
+

(
ζ j − ζ k

(1 − ζ j)(1 − ζ k)

)2 ]
.

The quantity under the square root is positive by the identities (3), (4), (5) and inequality (6) that appear below.
It turns out that z+

j,k lies outside the unit circle and z−
j,k lies inside—we return to this shortly. A second application of

the residue theorem then gives∫∫
C j(z, w)Ck(z, w)dsw dsz = i

2π

ζ k

ζn( j−k)

∫
1

−λζ j(1 − ζ k)

1

(z − z+
j,k)(z − z−

j,k)
dz

= ζ k

ζn( j−k)

1

λζ j(1 − ζ k)

1

z−
j,k − z+

j,k

= ζ (k− j)/2

ζn( j−k)

−ζ ( j+k)/2

(1 − ζ k)(1 − ζ j)

[
λ4 + 2λ2(ζ j + ζ k)

(1 − ζ j)(1 − ζ k)
+

(
ζ j − ζ k

(1 − ζ j)(1 − ζ k)

)2]− 1
2

.

From ζ = exp(2π i/(2n + 1)), one determines that

−ζ (k− j)/2

ζn( j−k)
= −ζ (k− j)(1/2+n) = −exp

(
π i(k − j)

) = (−1) j+k+1.

Similarly, one can readily verify the identities

ζ j − ζ k

(1 − ζ j)(1 − ζ k)
= + i

2
(cot θ j − cot θk), (3)

ζ j + ζ k

(1 − ζ j)(1 − ζ k)
= −1

2
(1 + cot θ j cot θk), (4)

ζ ( j+k)/2

(1 − ζ k)(1 − ζ j)
= −1

4
csc θ j csc θk (5)

where θ j = π j/(2n + 1). (To ease notation we have suppressed the subscript n.) So we obtain

∫∫
C j(z, w)Ck(z, w)dsw dsz = (−1) j+k 1

4 csc θ j csc θk√
λ4 − λ2(1 + cot θ j cot θk) − 1

4 (cot θ j − cot θk)
2
.

Then Theorem 1 follows from (2) and from the fact that the other double integral (appearing in the last expression of (2))
is zero.

We have left to verify that z+
j,k lies outside the unit circle and that z−

j,k lies inside the unit circle. For this we write



M. Bolt / J. Math. Anal. Appl. 413 (2014) 242–249 247

z±
j,k = ζ− j/2

iλ
sin θ j

[
λ2 − i

2
(cot θ j − cot θk) ±

√
λ4 − λ2(1 + cot θ j cot θk) − 1

4
(cot θ j − cot θk)

2

]
.

Using λ > csc(π/(2n + 1)), one can show that

λ4 − λ2(1 + cot θ j cot θk) − 1

4
(cot θ j − cot θk)

2 > 0, (6)

so that after simplification,

∣∣z±
j,k

∣∣2 = sin2 θ j

[
2λ2 − (1 + cot θ j cot θk) ± 2

√
λ4 − λ2(1 + cot θ j cot θk) − 1

4
(cot θ j − cot θk)

2

]
.

The fact that |z+
j,k| > 1 can be seen directly, since ignoring the square root term,

sin2 θ j
[
2λ2 − (1 + cot θ j cot θk)

]
> 1 ⇔ 2λ2 > csc2 θ j + cos(θ j − θk) csc θ j csc θk.

In addition, λ > csc(π/(2n + 1)) ensures both λ2 > csc2 θ j and λ2 > csc θ j csc θk . Meanwhile, the fact that |z−
j,k| < 1 can be

seen indirectly. Since |z+
j,k|2 > 1, it suffices to show that(

1 − ∣∣z+
j,k

∣∣2)(
1 − ∣∣z−

j,k

∣∣2) = 1 − 2 sin2 θ j
[
2λ2 − (1 + cot θ j cot θk)

] + sin2 θ j csc2 θk < 0.

Multiplying through by csc2 θ j one finds that the preceding line is equivalent to

csc2 θ j + csc2 θk + 2 cos(θ j − θk) csc θ j csc θk < 4λ2.

But again λ > csc(π/(2n + 1)) ensures all of λ2 > csc2 θ j , λ2 > csc2 θk , and λ2 > csc θ j csc θk . So the proof is complete.

4. Proof of Theorem 2

The proof of Theorem 2 uses essentially the same methods as the proof of Theorem 1.
As shown at the beginning of the previous section, the operator Λh ◦ C ◦ Λ−1

h has kernel

C(z, w) =
2n∑
j=0

C j(z, w) = 1

2π

2n∑
j=0

w

ζnj

1

(w + λ) − ζ j(z + λ)

where z ∈ 	, w ∈ ∂	. The integration is carried out with respect to arc length measure in w .
Using the residue theorem we compute, for j > 0,∫

∂	

C j(z, w)φ−k(w)dsw = 1

2π

∫
∂	

w

ζnj

1

(w + λ) − ζ j(z + λ)

1√
2π

1

wk
dsw

= 1

2π i

∫
∂	

1

ζnj

1

(w + λ) − ζ j(z + λ)

1√
2π

1

wk
dw

= 1√
2π

1

ζnj
Res

(
1

(w + λ) − ζ j(z + λ)

1

wk
;0

)

= 1√
2π

1

ζnj

(−1)k+1

((0 + λ) − ζ j(z + λ))k

= 1√
2π

−ζ− j(n+k)

(z + λ(1 − ζ− j))k
.

(The fact that the singularity w = −λ+ ζ j(z +λ) lies outside the unit circle was justified in the sentences that followed (2).)
Meanwhile, for j = 0,∫

∂	

C0(z, w)φ−k(w)dsw = 1

2π i

∫
∂	

1

w − z

1√
2π

1

wk
dw = 0

where the last identity holds because the integrand is analytic on the complement of the unit disc. So we conclude that

(
Λh ◦ C ◦ Λ−1

h

)
(φ−k)(z) = − 1√

2π

2n∑
j=1

ζ− j(n+k)

(z + λ(1 − ζ− j))k

as claimed.
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5. Discussion of estimates

In this section we present consequences of Theorem 1 and Theorem 2 for the problem of estimating the norm of the
Kerzman–Stein and Cauchy operators acting on L2(∂Ω). We restrict to the case Ω = Ωλ,1.

As already suggested, it follows from the Cauchy integral formula and the boundedness of the Hilbert transform that C
projects L2(∂Ω) to the closed subspace H2(∂Ω) of boundary values of functions holomorphic on Ω . It follows that the
norms of A and C acting as operators on L2(∂Ω) are related by the identity

‖A‖ = (‖C‖2 − 1
)1/2

. (7)

In fact, this identity holds for general projection operators acting on a Hilbert space. A proof can be found in Gerisch [8].
Notice that our definition gives A= 2i Im C .

For lower estimates we consider the Cauchy operator applied to one of the basis functions for L2(∂Ωλ,1). In particular,
from Theorem 2 we find that(

Λh ◦ Cλ,1 ◦ Λ−1
h

)
(φ−1)(z) = − 1√

2π

(
ζ−2

z + λ(1 − ζ−1)
+ ζ−4

z + λ(1 − ζ−2)

)
,

where ζ = exp(2π i/3), and we compute

∥∥(
Λh ◦ Cλ,1 ◦ Λ−1

h

)
(φ−1)

∥∥2 = 1

2π

∫
∂	

∣∣∣∣ ζ−2

z + λ(1 − ζ−1)
+ ζ−4

z + λ(1 − ζ−2)

∣∣∣∣
2

dsz

= 1

2π i

∫
∂	

(
ζ−2

z + λ(1 − ζ−1)
+ ζ−4

z + λ(1 − ζ−2)

)

·
(

ζ 2

1 + λz(1 − ζ )
+ ζ 4

1 + λz(1 − ζ 2)

)
dz

= ζ 2

λ(1 − ζ )

(
ζ−2

z + λ(1 − ζ−1)
+ ζ−4

z + λ(1 − ζ−2)

)∣∣∣∣
z=− 1

λ(1−ζ )

+ ζ 4

λ(1 − ζ 2)

(
ζ−2

z + λ(1 − ζ−1)
+ ζ−4

z + λ(1 − ζ−2)

)∣∣∣∣
z=− 1

λ(1−ζ2)

= 1 + 3λ2

−1 + 6λ2 − 18λ4 + 27λ6
.

(The third identity again uses the residue theorem and the fact that |λ(1 − ζ k)| > 2; the last identity uses a fair amount of
algebraic simplification.) From this it follows that

‖Cλ,1‖ �

√
1 +

(
1 + 3λ2

−1 + 6λ2 − 18λ4 + 27λ6

)
. (8)

Indeed, the last estimate follows from the general observation that a Hilbert space projection P : H → E satisfying P f = kg
for f ∈ E⊥ and ‖ f ‖ = ‖g‖ = 1, also must satisfy ‖P‖ �

√
1 + k2. In particular, P ( 1√

1+k2
g + k√

1+k2
f ) = √

1 + k2 g .

For upper estimates we recognize that Aλ,1 is Hilbert–Schmidt and therefore compact. Since also it is skew-hermitian,
its spectrum is a discrete except for the possible accumulation at 0. In [5] it was shown that the Kerzman–Stein operator
commutes with the anti-linear involution f → f T , so the (imaginary) spectrum is symmetric with respect to zero. That is,
the eigenvalues appear in pairs ±iα j , and since ‖Aλ,1‖2

HS = 2
∑

j∈N |iα j|2, it follows that

‖Aλ,1‖ = max
j

|iα j| �
√

2

3

(
1√

λ4 − 4
3 λ2

− 1√
λ4 − 2

3 λ2 − 1
3

)1/2

. (9)

Finally, using (7) in combination with (8) gives

‖Aλ,1‖ �

√
1 + 3λ2

−1 + 6λ2 − 18λ4 + 27λ6
; (10)

using (7) in combination with (9) gives

‖Cλ,1‖ �
[

1 + 2

3

(
1√

λ4 − 4
3 λ2

− 1√
λ4 − 2

3 λ2 − 1
3

)]1/2

. (11)
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